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Current practices for provisioning and autoscaling applications in
cloud are limited and require expert knowledge to deliver acceptable
quality of service (QoS). The complexity of the cloud stack requires
an iterative process to tune several parameters with robustness
to varying workloads, software or hardware upgrades, failures,
resource interference, etc. Usually, this process is performed by
humans, which limits the agility to adapt to stack changes. The need
for human expertise relates to the fact that different applications
can have different and highly specific key performance indicators
(KPI’s). Experts can configure provisioning and autoscaling actions
based on application KPIs but that process needs to be repeated for
the various combinations of applications, services, and platforms.
That is, the KPI-based rules for one platform do not necessarily
apply to other environments given the multiplicity of variables that
can affect such rules.

Recently, several proposals have included machine learning to
remove some of the complexity and human intervention. Still, these
techniques require significant amounts of data (e.g., in case of tech-
niques based on deep learning), or a considerable number of itera-
tions to converge to the appropriate rules (e.g., in case of techniques
based on reinforcement learning). These limitations can be prohibi-
tive in cloud because 1) the amount of data required can be difficult
to obtain, particularly in multi-vendor environments with manage-
ment policies and specific infrastructure conditions that limit data
access, and 2) the number of parameters (or dimensions) to explore
can be be unfeasible, even for simple applications.

To overcome these problems, we propose a solution that dif-
ferentiate from others in two major aspects. First, our proposal
is generic and portable to different environments, and robust to
changes in the stack. We achieve this by training a model that (in-
directly) requires application specific KPIs one time: during the
training phase. However, when deployed, the model only requires
platform utilization metrics that are common to all infrastructures
(e.g., CPU, Memory, IO, etc.). Second, we reduce the data require-
ments and exploration space by using apprenticeship learning (also
called learning from demonstration) which makes use of an expert
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to demonstrate the task the model needs to perform. Thus, our ap-
proach is to learn an autoscaling function, called the trainee, based
on training data collected by observing an autoscaling expert in a
well-known setting. The expert uses KPIs combined with online
saturation detection techniques to precisely avoid performance
degradation. The trainee, however, learns the expert’s behaviour
from platform utilization metrics only, with the aim of capturing
complex resource bottlenecks as the expert takes autoscaling ac-
tions. We find that, even with a small number of trajectories, i.e.,
specific causal action/decision activities of the expert, the trainee
is highly accurate at mimicing the expert behaviour.

Our approach leverages the expert’s behaviour on a given ap-
plication to create a generic trainee that can be shipped to other
platforms and also applied to applications with similar resource
bottlenecks (e.g., CPU-bound applications, or memory-bound).

We have implemented our proposal in a container-based envi-
ronment. Our scalable testing application is Apache Cassandra, a
widely used distributed and column-based database, and Docker
Swarm for orchestrating containers. As proof of concept, our sys-
tem collects KPIs and platform utilization metrics using Google’s
cAdvisor and a Prometheus time-series database. We stress the
application with the Yahoo Cloud Serving Benchmark (YCSB) that
generates synthetic traffic profiles, as well as realistic workloads
from traces.

In our evaluation, we use an expert that can cope with various
workload scenarios. The usage of the expert is based on perfor-
mance characterizations that are looped-back to the expert for
future auto-scaling decisions. Prior to learning, we use techniques
as oversampling or grid search cross-validation to improve the ac-
curacy of the trainee. We use two evaluation methodologies: (i)
machine learning validation techniques in order to measure the ac-
curacy of the knowledge transferred from the expert to the trainee,
and; (ii) available elasticity benchmarks to evaluate both the expert
and the trainee ability to scale without KPI degradation. Our initial
results, in small scale, CPU-bound scenarios, with read only Cassan-
dra workloads and single container sizes, show that the knowledge
transfer has an accuracy between 80% and 90%. In the short term, we
plan to test the trainee against several different unseen workload,
applications, and platforms.

We summarize our contribution as follows:
• A novel autoscaling solution based on apprenticeship learn-
ing that is agnostic to infrastructure and workloads.

• The autoscaling function is based on platform utilization
metrics, but is able to yield similar performance to KPI-based
autoscaling and is generic and portable.

• A recursive process for improving the knowledge-base of a
learner by adding new dimensions in the trajectories.
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