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The last decade has been characterised by an exponential growth of digital data production. This trend
is particularly strong in scientific computing. For example, in the biological, medical, astronomic and
earth science fields, very large data sets are produced every day from the observation or simulation
of complex phenomena. At the same time, new massive sources of digital data have emerged. These
include social media platforms such as Facebook, Instagram, and Twitter which are credited among
the most important sources of data production in Internet. This Big Data is hard to process on con-
ventional computing technologies and demands for parallel and distributed processing, which can
be effectively provided by Cloud computing systems and services. This special issue focuses on the
use and modelling of Clouds as scalable platforms for addressing the computational and data storage
needs of the Big Data applications that are being developed nowadays.

In the first paper [1], Belcastro et al. address the main issues in the area of programming models
and systems for Big Data analysis, which are extensively used in Cloud environments. As a first con-
tribution, the most popular programming models for Big Data analysis (MapReduce, Directed Acyclic
Graph, Message Passing, Bulk Synchronous Parallel, Workflow and SQL-like) are presented and dis-
cussed. Then, the paper analyses and compares the features of the main systems implementing these
models, with the aim of helping developers identifying and selecting the best solution according to
their skills, hardware availability, and application needs. Specifically, the systems are compared accord-
ing to four criteria: (i) level of abstraction, which refers the programming capabilities of hiding low-level
details of a system; (ii) type of parallelism, which describes the way in which a system allows to express
parallel operations; (iii) infrastructure scale, which refers to the capability of a system to efficiently exe-
cute applications taking advantage from the infrastructure size; and (iv) classes of applications, which
describes the most common application domain of a system.

The second paper [2], by Ristov et al., focuses on the accurate scalability modelling of Cloud elastic
services. The speedup and efficiency parameters provide important information about performance
of a computer system with scaled resources compared with a computer system with a single proces-
sor. However, as Cloud elastic services’ load is variable, it is also vital to analyse the load in order to
determine which system is more effective and efficient. The paper argues that both the speedup and
efficiency are not sufficient enough for proper modelling of Cloud elastic services, as the assump-
tions for both the speedup and efficiency are that the system'’s resources are scaled, while the load
is constant. Accordingly, the paper defines two additional scaled systems by (i) scaling the load and (ii)
scaling both the load and resources. A model is introduced to determine the efficiency for each scaled
system, which can be used to compare the efficiencies of all scaled systems, regardless if they are
scaled in terms of load or resources. An evaluation of the model by using Microsoft Azure is presented
to confirm experimentally the theoretical analysis.
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In the third paper [3], Altomare et al. present a data mining approach to improve consolidation of
virtual machines in Cloud systems. Consolidation of virtual machines is one of the most used and well-
studied strategies to reduce the energy consumption in large data centres. It has the goal of allocating
virtual machines on as few physical servers as possible, while satisfying the Service Level Agreement
established with users. Nevertheless, the effectiveness of a consolidation strategy strongly depends on
forecasting the resource needs of virtual machines, which can be made using predictive data mining
models. According to this approach, the paper presents the design and development of a system for
energy-aware allocation of virtual machines, driven by predictive data mining models. In particular,
migrations are driven by the forecast of the future computational needs (CPU, RAM) of each virtual
machine, in order to efficiently allocate those on the available servers. An experimental evaluation,
based on real-world Cloud data traces, demonstrates the benefit deriving from the use of a predictive
data mining approach in terms of energy saving.

The last paper [4], by Bendechache et al., presents a parallel and distributed clustering approach to
analyze spatial datasets, which is designed to run on Cloud platforms using the MapReduce model. The
application of clustering techniques to very large spatial datasets presents numerous challenges such
as high-dimensionality, heterogeneity, and high complexity of some algorithms. The paper describes
the design and implementation of a Dynamic Parallel and Distributed Clustering (DPDC) approach
that can analyse Big Data within a reasonable response time and produce accurate results, by using
high-performance computing and storage infrastructure, such as that provided by Cloud systems. The
DPDC approach consists of two phases: a fully parallel phase that generates local clusters, and a phase
that aggregates the local results to obtain global clusters. The aggregation phase is designed in such
a way that the final clusters are compact and accurate while the overall process is efficient in time and
memory allocation. DPDC was thoroughly tested and compared to existing clustering algorithms. The
experiments show that the approach produces high-quality results and scales up very well by taking
advantage of the MapReduce paradigm.
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